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Abstract

The study investigates the dynamic interaction between exchange rate, export prices and imports
in selected African Countries. The design for this study is an ex-post facto research. In estimating
the parameters of the model, the study used Panel Vector Autoregressive least square dummy
variable and the Generalized Method of Moment (GMM) and diagnostic check on the Vector
Autoregressive (VAR) Model. This was done to check for the model robustness and adequacy. The
results show that there is no long-run relationship between variables. In estimating panel vector
autoregression model using least squares dummy variable estimator, the result is more robust.
The results indicate that only exchange rate across the countries under investigation is positively
and significantly affected by its own lag. Also, shows commercial export prices, import is positively
and significantly affects by its own first lag at 5% level of significant respectively while import
values have positively and significantly effect on export prices its own first and second lags 5 and
1% level of significance respectively. The inverse roots of a characteristic polynomial satisfy the
stability condition (of the diagnostic test) since no root lied outside the unit root circle. Therefore,
the estimated panel VAR is stable. There is bidirectional causality exists (or run) exchange rate and
import values, export prices, and import values, import values, and exchange rate and import values
and export prices.

Key words: Modeling Exchange Rate, Exports, and Imports

1.1 Introduction

The economic importance of exchange rates is undeniable, however, there is still much research,
studies and understanding needed on the dynamic interaction between exchange rates, exports and
imports in African economies. The study of dynamic interactions between exchange rates, exports
and imports has significant implications for the stability and growth of African economies. The
lack of studies is partly due to the availability of data and limited experience with exchange rates,
exports and imports in Africa, but also to the assumption that these variables are driven by
underlying fundamentals that vary little over time and space (Paibi, Essi , & Deebom 2022).
Furthermore, not many studies have been conducted on panel VAR modeling of exchange rates,
imports, and exports in selected African countries. Specifically, the influence of the exchange rate
on imports and exports of selected African countries and the long- and short-term relationship
between exchange rate, imports and exports of African countries are to be determined using annual
data series from January 2005 to June 2020. The direction of causality between exchange rates,
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imports and exports and determine whether there is a unidirectional or bidirectional relationship
between exchange rates, imports, and exports in selected African countries. The exchange rate of
one currency to the other is a real tool for reducing the trade deficit. African countries have not
sufficiently exploited the competitive gains arising from currency devaluation (or real currency
devaluation). For example, while the Central Bank of South Africa has stated that it will no longer
intervene in the foreign exchange market, the Bank of Uganda has stated that it is ready to intervene
in the foreign exchange market to mitigate volatility (World Bank, 2020).

In Nigeria, the exchange rate was officially adjusted by 15% and continuous efforts were made to
standardize the different segments of the exchange rate market (Paibi, Essi , & Deebom, 2022).
Apart from Egypt and Mauritania, North African countries still implement exchange controls as
there is a big difference between the official and parallel rates in Algeria. The relationship between
real exchange rate dynamics and imports and exports has received considerable attention,
particularly in the context of panel vector autoregression (PVAR) data. A form with multiple
entities, such as countries, and entity-specific variables in a single form. PVAR models account
for interdependence and heterogeneity between units by modeling multiple variables from multiple
units together. Panel vector autoregressive (PVAR) data that examines the correlation and
heterogeneity between country and unit-specific variables and how they positively influence each
other (exchange rate, import and export).

Additionally, understanding PVAR models can help countries prepare for market expansion and
promote more coordinated exchange and trade policies. As African countries ease trade
restrictions, good exchange rate management will be key to maximizing the benefits of intra-
regional trade flows and industrialization (UNECA, 2020). In fact, export expansion could be
affected by currency devaluation or, even worse, cause a balance of payments crisis (Arize et al.,
2017). Likewise, knowledge of how the trade balance of African countries is affected by changes
in real exchange rates and imports and exports can help policymakers in trade negotiations with
trading partners, thereby contributing to the conclusion of better trade agreements. Noseir (2016)
points out that the relationship between exchange rate and imports and exports is of utmost
importance for policy makers as it provides information for formulating and implementing
regional trade policies.

The few existing studies on nominal exchange rate determination focus on short-term determinants
of exchange rate volatility or use time series data in selected African case studies (Deléchat and
Gaertner, 2008, Mpofu, 2015, Daude, Yeyati et al, 2016). The panel data literature focuses on the
long-run determinants of real exchange rates based on equilibrium exchange rate models (Combes
et al., 2011, Ricci, Milesi-Ferretti et al., 2013, Kataria and Gupta, 2018) rather than the nominal
exchange rate. The risk of sudden and large exchange rate fluctuations (the risk of collapse)
associated with increasing trade integration is of particular concern to the Bank for International
Settlements (BIS). However, no significant panel exchange rate, import and export models have
been conducted for selected African economies to date. The main shortcomings of some studies
include the assumption of symmetry in exchange rate dynamics, which is largely consistent with
the empirical regularity of most African economies, where real devaluation (or devaluation) takes
precedence over real appreciation. Also, determine the long-run/short-run relationship between the
exchange rate and the import and export of African countries and examine the direction of causality
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between them. To determine whether a one-way or two-way relationship exists between them.
This lack of clarity with empirical evidence of the benefits of trade particularly affects countries
with volatile exchange rates. Therefore, these results highlight the need to consider some of these
ambiguities. In this context, this study conducts autoregressive vector modeling using panel data
for exchange rates, imports, and exports in selected African countries.

3.0 Methodology
The panel VAR model presented in this study is adapted from the works of Gavin and Theodorou
(1984); Alege and Osabuohien (2009), which is of the form:

Yi = A +Bi (L)Y, oy + 24, (3.1)
LogEXxc, , LogExc, , LogExc,, LogIM,, LogEXxp,; | Y.,
Yy =| LogIM,, |, A, =| LogIM,, |,B,(L) =| LogExc,, LogIM,, LOGEXp, | Y,
LogEXp;, LogEXp,, LogExc,; LogIM,, LOgEXp,; || Yy,
Hat
Mg =] Hay (3-2)
Ha
Y, presents a vector of endogenous variables as defined in equation (4.14) for time t.......... 15and
individual countries, I........... 14 . The vector Y, consist of the logarithms of the specified

variables (Exchange Rate, Import and Export), as defined in equation (4.14). A is a (3 X1) vector
of the individual country’s intercept parameters. B, (L)is a (3X 3) matrix of lag polynomials with

L identifying as the lag operator. The elements are typically presented with the form: Zaxy L,
j=1

where n is the number of lags in the model, x and y are indices over the endogenous variables. The
residual g, isa(3X 1) vector of error terms with variance o/ for each country, indicating a normal

distribution. The residuals are assumed to be contemporaneously correlated across equations, but
serially uncorrelated, for each country. A vector of exogeneous variables impacting on the
endogenous variables may also be included in the system. The methods of estimation include the
use of PVAR stata code developed by Abrigo and Love (2016) and the Generalized Method of
Moment (GMM) estimation. The Generalized Method of Moment (GMM) have been proposed to
calculate consistent estimates of the above equation, especially in fixed T and large N settings with
the assumption that errors are serially uncorrelated, the first-difference transformation may be
consistently estimated equation-by-equation by instrumenting lagged differences with differences
and levels of Yi: from earlier periods as proposed by Anderson and Hsiao (1982). This estimator,
however, poses some problems. The first-difference transformation magnifies the gap in
unbalanced panels. For instance, if some Yi.1 is not available, then the first differences at time t
and t-1 are likewise missing. Also, the necessary time periods each panel is observed gets larger
with the lag order of the panel VAR. As an example, for a second-order panel VAR, instruments
in levels require that Ti > 5 realizations are observed for each panel. Arellano and Bover (1995)
proposed forward orthogonal deviation as an alternative transformation, which does not share the
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weaknesses of the first-difference transformation. Instead of using deviations from past
realizations, it subtracts the average of all available future observations, thereby minimizing data
loss. Potentially, only the most recent observation is not used in estimation. Since past realizations
are not included in this transformation, they remain as valid instruments. For instance, in a second-
order panel VAR only T; > 5 realizations are necessary to have instruments in levels. We can
improve efficiency by including a longer set of lags as instruments. This, however, has the
unattractive property of reducing observations especially with unbalanced panels or with missing
observations, in general. As a remedy, Holtz-Eakin, Newey and Rosen (1988) proposed creating
instruments using observed realizations with missing observations substituted with zero, based on
the standard assumption that the instrument listed is uncorrelated with the errors. While equation-
by-equation Generalized Method of Moment (GMM) estimation yields consistent estimates of
panel VAR, estimating the model as a system of equations may result to efficiency gains (Holtz-
Eakin, et al., 1988). Suppose the common set of L > kp + | instruments are given by the row vector
Zit, where Xit L] Zit, and equations are indexed by a number in superscript. Consider the following
transformed panel VAR model based on equation (3.1) but represented in a more compact form:

Y =Y A+e (3.4)
Yit* = [Yitl* Yitz* ' “Yitk_l* Yitk*]

ﬁ = [Yitlil Ynz—*z "'Yitk—_;:1 Yitk—*p X;

ei: = I.ei* eif* "'eii:_l* eil:*

A=|A A AL A B

Where the asterisk denotes some transformation of the original variable. If we denote the original
variable as mi, then the first difference transformation implies that m; =m, —m._, while for the

forward orthogonal deviation mjt = (mi - m_it) VT /iTit +1) , where Ti is the number of available

future observations for panel i at time t, and m_,t IS its average. Suppose we stack observations
over panels then overtime. The GMM estimator is given by;

A=z w v )z w 2y ) (35)

Where W isa (L x L) weighting matrix assumed to be non-singular, symmetric, and positive semi-

definite. If E [Z'e]=0 and rank Eb(*' ZJ =kp + |, the GMM estimator is consistent. The weighting

matrix W may be selected to maximize efficiency (Hansen, 1982). Joint estimation of the system
of equations makes cross-equation hypothesis testing straightforward. Wald tests about the
parameters may be implemented based on the GMM estimate of A and its covariance matrix.
Granger causality tests, with the hypothesis that all coefficients on the lag of variable m are jointly
zero in the equation for variable n, may likewise be carried out using this test.

Also, the study used secondary data that was extracted from index mundi website and the World
Bank Data Indicators for the period of 15years (2005-2020). The data will be on Exchange Rate,
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Import and Export. Geographically, the Nine African countries include Nigeria, Mauritius,
Morocco, Cote D'ivoire, Egypt, Ghana, Kenya, Namibia, South Africa.

In estimating the model in equation (3.11) to (3.13), the following preliminary panel estimations
were carried out and they include data transformation with logarithms, time plots of transformed
data on exchange rate, export prices and import values, descriptive test, unit root test, time plots
of different transformed data on exchange rate, commodity prices exports and import values,
cointegration analysis and model lag length specification. Logarithmic transformation of time
series data is a commonly used mathematical technique that helps stabilize data variance and
minimize the effects of outliers or outliers. This involves taking the logarithm of the values in the
time series. These were implemented for several reasons and include stabilizing variance, reducing
bias, linear relationships, removing trend effects, and improving interpretability. It is important to
note that the choice to apply the logarithmic transformation depends on the specific characteristics
of the time series data and the objectives of the analysis. It is a technique that must be used
judiciously and in combination with other methods to ensure correct modeling and interpretation
of the data. The log-transformed data was plotted on a timeline for visualization purposes. Time
series plots help us visualize patterns, spot trends, spot seasonality, spot outliers, and validate
models. Indeed, time plots provide a way to assess the effectiveness of different modeling
techniques applied to time series data. By comparing the observed values with the expected values
obtained from the model, we can assess the accuracy of the model and determine if it captures the
underlying patterns in the data. Time plots can help determine if the model correctly represents the
observed data or if adjustments are needed. In general, time plots are essential in time series
analysis because they provide a complete visual representation of the temporal behavior of the
data, allowing us to understand trends, seasonality, outliers, and model validation. It serves as the
first step in exploring the properties of a time series dataset and provides a foundation for further
analysis and modeling.

Also, descriptive test was carried out to test for normality and correlation analysis of the exchange
rate, export prices and import values were investigated. This test statistic provides basic
information about the variables and highlights the possible relationship between exchange rate
variables and export prices and import values. In general, descriptive analysis of the panel data
analysis plays a crucial role in understanding, verifying, summarizing, and presenting data
characteristics and patterns, which is an essential step in subsequent analyzes and decision-making
processes. Additionally, contemporary correlation coefficients, also known as commonly used
correlation measures, were estimated. These statistical measurements were made to determine the
relationship between the variables.

similarly, the unit root test was conducted using Pesaran-shin and levin-Lin-cho root for
exchange rate, export price, and import value variables. These unit root tests play an important
role in panel data analysis by detecting instability, dealing with pseudo-regression, reducing bias,
guiding model selection, and ensuring the reliability of results. This is also done to remove trends,
seasonality, improving model performance, simplifying the relationship between variables, and
preparing data for statistical tests and models. It is important to note that the degree of divergence
required varies between time series. The order of divergence (i.e. the number of times a series
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diverges) can be determined using techniques such as autocorrelation analysis, partial correlation
analysis, or criteria of information. In general, the divergence of time series data allows us to
transform and manipulate the data in ways that facilitate meaningful analysis, modeling, and
forecasting. Also, the various converted data on exchange rate, export prices and import values
is a useful tool to analyze and understand patterns and trends within the data set. By applying
divergence and transformation techniques, any trend or seasonality in the data is removed, making
it easier to observe and interpret underlying patterns in the series.

Similarly, cointegration analysis in panel is done to examine the long-run relationship between
multiple time series variables when they are not stationary (i.e. have a unit root). Also,
cointegration analysis in panel data can provide insight into the adjustment process when variables
deviate from their long-run equilibrium. It allows researchers to examine short-term dynamics and
estimate error-correction models, which capture how quickly variables converge to their long-term
relationship after a shock or deviation. Overall, cointegration analysis in panel data helps us
understand the underlying relationship between variables, their long-term behavior, and the
modulating mechanisms involved. Also, lagged order determination statistics are performed to
estimate the VAR panel model to select the appropriate lagged length for the model specification.
The result is shown in the table 4.5. The PVAR stata command was estimated using two lags and
because the variables were used in their first differences ((Holtz-Eakin et al., 1988)
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Figure 4.2: Time Plot for the Transformed Data on Export Prices
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Figure 4.3: Time Plot for the Transformed Data on Import Values

Table 4.1: Descriptive Statistics

INEXCRT INEXPT INMPT
Mean 98.075 29.949 36.334
Std. Dev. 165.537 11.123 15.129
Variance 27402.53 123.722 228.892
Skewness 1.971 0.403 0.443
Kurtosis 5.491 2.856 2.252
N 9 9 9
Observations 144 144 144
Correlation
Probability INEXCRT INEXPT INMPRT
INEXCRT 1.000000
INEXPT -0.005 1.000000
(0.0132)
INMPRT 0.014 0.857 1.000000
(0.000) (0.0000)

Table 4.2: IM PESARAN-SHIN and LEVIN-LIN-CHU Unit Root Test

Variable IM PESARAN-SHIN LEVIN-LIN-CHU Rem

(1(0)) P-value (1(1)) P-value (1(0)) P-value (1(1)) P-value 1(1)

INEXCR 1(1)
T 3.826  (0.999) -4.524 (0.000) 2.085 (0.982) -5.939 (0.000)

Interce  INEXPT 1(1)
pt 0.351  (0.637) -4517 (0.000) -0.389 (0.379) -4.375 (0.000)

INMPT -0.152  (0.440) -5.034 (0.000) -0.963 (0.168) -5.730 (0.000) 1(1)
Source: Researcher’s Extract from Stata output
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Table 4.3: Results of the Kao Test for Co-integration

Kao test for coimtegration

Mumber of panels
MNumber of periods

H8: No coimtegration
Ha: a&All pansls are cointegrated

Coinmtegrating wector: Same

Panel means: Included Eernel : Bartlett
lime trend: Mot inmcluded Lags : 1.56 (Mewsey—lkest]
AR parameter: Lame sBupmented lags: 1
Statistic p-walus
Modified Dickey—Fuller T -8. F13E a.23F557
Dickey—-Fuller T -1.8947F a.1368
Auemented Dickew—Fuller t -1.3838 a.1343
Unadjusted modified Dickey—-Fuller T -1. 9885 8. 8238
Unadjusted Dickey—-Fuller T -1. Faa8 8. 8364
Source: Researcher’s Extract from Stata Output
Table 4.4: Results of Lagged Length Selection Criteria
lag D ] ] pvalue MBILC MATC MOQILC
1 . 99196E9 19. 72488 LB471332  -184.344F  -34 FT592  -6F.62564
2 L9333 B.8E5316 LAFF3394 -4 62684 - 77 91468 -45. 8145
3 9943569 6.42172% OUTEFRE -34.93435 -11 578X -F1.82E818
4 9986172 . . . . .

Source: Researcher’s Extract from Stata Output

4.3 Panel Data Model Estimations

The Vector Autoregressive Model (VAR) of the variables were estimated and the results of the
parameter estimations are shown in Table 4.6 below. The estimations of the panel vector
autoregression model was done using two methods and they include panel vector autoregression,
using least squares dummy variable estimator developed by Tobias Cagala , Friedrich-Alexander
University of Erlangen-Nuremberg(Cagala & Glogowsky, 2014). According to Cagala &
Glogowsky, (2014), the command for executing this method is refers to as xtvar.
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Table 4.5: Results of Panel Vector Autoregression Using Least Squares Dummy Variable

Estimator
Variable Coefficients Variable Coefficients Variable Coefficients
(P-value) (P-value) (P-value)
Inexcry Inexport,;; Inimporty;;
Inexcry;;—,  0.983(0.000) Inexporty;;—; 0.018(0.481) Inimportyj_1 -
0.022(0.475)
Inexportyj;—, - Inexcry;;—,  0.618(0.000) [Inexport,;;—; 0.192(0.210)
0.229(0.637)
Inimportyj;_1 - Inimporty;;—,; 0.100(0.353)  Inexcry;;—,  0.580(0.000)
0.150(0.720)
Inexcryi;—q - Inexport,;;_; 0.003(0.905) Inimport,;;—; 0.017(0.616)
0.061(0.557)
Inexportyj_, - Inexcry;;_;  0.130(0.308) [Inexport,;;—, -
0.064(0.005) 0.116(0.452)
Inimport,;,—; 0.431(0.039) Inimporty;—q - Inexcryis—q -
0.138(0.168) 0.021(0.861)
No. of obs (n) 117
RMSE 14.737 3.805 4.641
R? 0.995 0.900 0.917
AdjR? 0.997 0.949 0.958
F 77.896 22.927 10.189
Prob. Value (0.000) (0.000) (0.000)

Source: Researcher’s Extract from Stata Output

The result in Table 4.6 is the output of the eigenvalue stability test. The eigenvalue stability test
plays a crucial role in various fields, including mathematics, physics, engineering, and economics.
This was done to provides valuable insights into the stability properties of dynamic systems or
models described by VAR models. In the context of linear systems, eigenvalues represent the
solutions to the characteristic equation. By analyzing the eigenvalues, we can determine the
stability characteristics of the system. Similarly, the granger causality test result is in table 4.7.
The panel data Granger causality test is conducted as a valuable tool for exploring causal
relationships in panel datasets, enabling researchers to analyze the dynamic interactions between
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variables over time while controlling for individual or time-specific effects. The Granger causality
test, using Wald test for each equation of the PVAR.

Also, the impulse response test of exchange rate to shock in exchange rate, export to shock in
exchange rate, import to shock in exchange rate, exchange rate to shock in export, imports to shock
in export, of exchange rate to shock in imports, of export to shock in imports and of imports to
shock in imports were estimated. The results are in table 4.8 to 4.15. This was estimated as a
powerful tool for examining the causal impact among the variables. It provides valuable
information on how the system or individuals respond to sudden changes and aids in making
informed decisions to improve interventions or economic policies. The graphs of Impulse
Response functions for Exchange Rate, Export and Imports are shown in Figure 4.4. Similarly,
the results for the variance decomposition test are shown in Table 4.17. The forecast error variance
decomposition is conducted as a technique used in time series analysis to assess the contributions
of different factors or components in explaining forecast errors. It enables us to understand the
sources of forecast uncertainty and provides valuable insights for refining forecasting models and
strategies.

Table 4.6: Results of the Eigenvalue Stability Test

Eigenvalue stability condition e S e E (AT

- _,_,-""__'_‘__ ..
Eigenvalue E
‘ Real Imaginary Modulus h -
Hr \I
.5821284 e | .szzizea £ I ]
. 18386826 a8 . 1386826 =
_.@E@53pd 2 .BE@5384 b J
- b ,.-"’
All the eigenvalues lie inside the unit circle. -""-».,M‘ _},,»""
pVAR satisfies stability conditicon. B - -

Table 4.7: Granger Causality Test
Panel VAR-Granger Causality wald test
Ho: Excluded Variable does not Granger -Cause Equation Variable

Hi: Excluded Variable Granger -Cause Equation Variable
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Equastiom % Ewoclsd ed clhi = - PFraob = chiz
FTmeE cr T
s e e e L= . S A - B
Immports = L FES A L e
L = BT = - R
e e e
i meE e e [ . & L (= e
Immports - . s A (= S
AL L [ S e = = . Asra
ImmportTs
I meExc re 4 .FAE i L= S
s e e e =8 LB S A B e
AL L 28 B SE = L.
Table 4.8: Impulse response test of exchange rate to shock in exchange rate
E-'tEFI IRF Lower UFI per FEVD Lower UFIFIEF'
d 14, f373f 9.6584E1 17.13314 L d i
1 14,4952 Sdd AR 18. 45164 1 1 1
. 13.555 4. .33 1B8. 4955 LH95142F 95238666 L9494 F349
3 12649382 2. 15620 16.6,/ 56 L45B16S1 LBABRIRS L34S
4 11.9E14 1.3666/2 15.24453 < H56466 3 SFH14AR S HEBS 1B
5 11. 355495 LBH2 1A 14, 52d149 L89342515 . F2B26EY AR 5AE
B 14. B5B46 1318376 14. 495488 9126152 BE441F3 LHE19446
i 18. 349911 - Ad164h 14, 43683 « BRI ISE Bl 33426 Hrfa52
B 9.9B413i8 -. 41349539 14. 99435 LBrf5h245 B 3653 SHIA3BETE
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Table 4.9: Impulse Response Test of Export to Shock in Exchange Rate

step LRF Lower Upper FEWD Lower Upper
=) - . dBa6d 31 - JB3ZSBER M T e ] a =] -]
1 - E2H2 M5B -.9bYE311 LAEEHERS4 SHEE 4SS b . bBEe-8b A 351945
P - A521F53 -1.8952364 36949354 ASgFRF A3a4793 AFEE91S
= -. 585186 =1. 89535 F AEFEIL S LH11416K SHE1 TR AAFEFSS
4 - < 5dd Faah -1. 195823 L 13EE1 2 SAADL5FBEF SHEE1I6S LE1 8 4
5 -. 56321549 -1.252E0R B i e HEERESEL - BB LR
] -« 2FE11S -1.255835 L LEE35S S L e e SHEE FB1S « & Dl G ES
F -5 32106 -1. 2265 ABE33A5 459593 JHdRid 34 ZBE61 33
] -« ShRE9 g -1.2494754 « 3E59E5 2 A5559991 HEEdE 11 LY 2L R

Table 4.10: Impulse Response Test of Import to Shock in Exchange Rate

=Te I RF L b= Lo FEWD L o= U pper
=] s EEETELR — L~ EE S - FEa TR S =] L=} a
a — . Z2EaEETE — s FEOsSER ~AFEaarEe SEBEEal S A g - BaFmraaa
= — . E5 S5 — s FEASa G T R =R e =B AT - B L LY B 5411 =
= — e ESEFEL — ELSET O S - S5SaxaEa =B O R - Bal 5 an s BsEFESAT
=1 — . B DO — LSS T0 N ~SEX RS ~EEasalaa Sl s B LBFA1ETIAS
= — RO F IS — EZFSRES X L SEFILISER ~BaFSEaE - BEalaa TS - S O T A
=1 — 2B A — B SO D ~AATF AN F ~Easasas - A e ~ASEAaSE N
- — e EE SN T — aEFSEaFaE L EEZFZAERED B AS EAEN - BEE X EE ~AEaSSsE T
= — a2 O S — LEBE DSBS SE X A B F S BLASEa A - BaE LS s AE\EEFTF oSS

Table 4.11: Impulse response test of exchange rate

to shock in export
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Table 4.12: Impulse Response Test of Export to Shock in Export

sTap IRF Lowrer LUpper FEWwD Lower Upper
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Table 4.13: Impulse response test of imports to shock in export.
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Table 4.14: Impulse response test of exchange rate to shock in imports
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Table 4.15: Impulse response test of export to shock in imports
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Table 4.16: Impulse response test of imports to shock in imports
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Figure 4.4: Impulse response functions for exchange rate, export, and imports
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Table 4.17: Results for the Variance Decomposition Test
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DISCUSSION

The Figures in 4.1, 4.2 and 4.3 are time Plots of the logarithm transformed on exchange rate,
commercial export prices and for the nine selected countries. The results in Table 4.1 contains the
descriptive statistics for normality and this test statistic provides basic information about the
variables and highlights potential relationship between the variables. The results display
descriptive statistics for the entire sample and the summary for each variable. The Mean for
exchange rate (98.075), commercial export (29.949), and import values (36.334). Similarly, the
Skewed statistics for exchange rate (1.971), commercial export (0.403), and import values (0.443)
while the skewed statistics for exchange rate (5.491), commercial export (2.856) and import values
(2.252). The results of the descriptive statistic confirmed that all the variables under investigations
were positively reverting.

Also, Skewed statistics confirmed all the variables are distributed towards to the right-hand side.
In another development, correlation analysis was done to determine the relationship between the
variables. The results for Correlation analysis in Table 4.1 shows that there is a negative weak and
significant between commercial export prices with a coefficient of determination (-0.005)
(0.0132). Similarly, there is positive but weak significant correlation between import values and
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exchange rate with coefficient of determination (0.014(0.000)). Also, there is positive and strong
significant correlation between import values and exchange rate with coefficient of determination
(0.857(0.000)).

The results in Table 4.2 are for Im Pesaran-shin and levin-Lin-chu unit root test. The null
hypothesis is that all panels contain a unit root relative to the alternative hypothesis that at least
one panel is stationary. All the variables used in the panel data were found to be stationary at first
difference. The series shows | (1) and Lm Pesaran-Shin and Levin-Lin-Chu tests assume cross-
section dependence is in form of a single unobserved common factor. All the variables were
stationary with and without trend at first differences meaning that we can use Panel Vector
Autoregression Using Least Squares Dummy Variable Estimator (with Stata xtvar) and Panel
Vector Autoregression Using Generalized Method of Moment (GMM) (with Stata code PVAR.

Also, results of the Kao test for co-integration are shown in Table 4.4. Cointegration analysis in
panel data aims to examine the long-run relationship between multiple time series variables when
they are not stationary (i.e. have a unit root). The null hypothesis is that there is no cointegration
against the alternative hypothesis that all the panels are cointegrated. However, since the
probability value (p-value) of the modified dickey -fuller t, the dickey -fuller t and Augmented
dickey -fuller t estimates are greater than the standard p-value of (0.005), therefore, the null
hypothesis of no cointegration is accepted while the alternative hypothesis that all the panels are
cointegrated are rejected. The results obtained under the cointegration analysis is in line with the
preliminary conditions for panel data VAR model estimation. Also, the results of lagged length
selection criteria are shown in Table 4.5. The result of the procedure computes the overall
coefficient of determination (CD), Hansen’s J statistic (J) and its p- value (J p-value). Also, the
MBIC, MAIC and MQIC of the three model selection criteria by Andrews and Lu (2001) were
computed. This resulted to a maximum of four lags totalizing 99 observations, 9 panels and an
average of number T of 11 as reveals in the results in Table 4.5. Based on the three model
selection criteria by Andrews and Lu (2001) and the overall coefficient of determination, first -
order panel VAR is the preferred model because this has the smallest MBIC, MAIC and MQIC
(Gabriel, 2019). However, the overall coefficient of determination suggests applying a model with
more than 1 lag. In addition, in most macroeconomic analyses, a lag length of 1 or 2 is often
regarded as too short to capture enough economic interactions among variables (Gabriel, 2019).
Therefore, we set the number of lags to 1 and 3 for impulse-response functions (IRF) (Gabriel,
2019).

The results in Table 4.6 contains the panel vector autoregressive estimations using least squares
dummy variable estimator developed by Tobias Cagala, Friedrich-Alexander University of
Erlangen-Nuremberg (Cagala & Glogowsky, 2014). The model in equation 4.5 shows that the

estimates of the co-efficient of determination (RZ) is 0.995 and this simply means that the

dependent variable exchange rate largely explained the variation in the independent variables by
99.5% whereas the other 5% were accounted by other factors not captured in the system. Also, the
panel data VAR model estimates shows exchange rate positively and significantly affects its own
first lag and export prices at second lags at 5% level of significant respectively. The results indicate
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that only exchange rate across the countries under investigation was significantly affected by its
own lag and export prices at second lags.

Similarly, the interaction between commercial export prices, import values and exchange rate from
nine selected African countries. The model in equation 4.6 shows that the estimates of the co-

efficient of determination (Rz) is 0.900 and this simply means that the dependent variable

commercial export prices largely explained the variation in the independent variables import
values and exchange rate by 90.0% whereas the other 10% were accounted by other factors not
captured in the system. Also, the panel data VAR model estimates shows commercial export
prices, import is positively and significantly affects by its own first lag at 5% level of significant
respectively.

Similarly, the interaction between import values, commercial export prices, and exchange rate
from nine selected African countries. The model in equation 4.6 shows that the estimates of the

co-efficient of determination (Rz) is 0.917 and this simply means that the dependent variable

import values largely explained the variation in the independent variables (commercial export
prices, and exchange rate) by 91.7%. Also, the panel data VAR model estimates shows import
values is negatively and significantly affects by its own first lagged at 5% level of significance.
However, since the overall calculated probability value (0.000) is less than the standard probability
value of (0.005), this simply means that the model is appropriately fitted.

Similarly, the interaction between commercial export prices, import values and exchange rate from
nine selected African countries in table 4.5 shows that commercial export prices positively and
significantly affect its own first lag 5% level of significance whereas other indicators did not reveal
any significant contributions to the system. Also, the interaction between import values,
commercial export prices, and exchange rate from nine selected African countries as shown in
table 4.7 shows that import values have positively and significantly affect commercial export
prices first lag, its own first and second lags 5 and 1% level of significance respectively.

Post estimation test particularly, stability test, impulse response test and variance decomposition
response were conducted on the Vector Autoregressive (VAR) Model. The results of the
eigenvalue stability test are shown in Table 4.6. The graph shows that all roots lie inside the unit
root circle and the detailed result shows that all moduli were less than one. The Inverse roots of a
characteristic polynomial satisfy the stability condition (of the diagnostic test) since no root lied
outside the unit root circle. Therefore, the estimated VAR is stable. Also, the result of the granger
causality test is shown in Table 4.7 using Wald test. The null hypothesis is that excluded variable
does not granger -cause equation variable against the alternative hypothesis that excluded variable
does not granger -cause equation variable. The results revealed that the causality exist (or run)
between exchange rate, export prices and import values since their p-values of causalities are less
than the standard probability value of (0.005). therefore, the null hypothesis which says that
excluded variable does not granger -cause equation variable is rejected while the excluded variable
granger -cause equation variable is accepted. Also, causality exist (or run) between export prices
and import values since their p-values of causalities are less than the standard probability value of

IIARD — International Institute of Academic Research and Development Page 65




International Journal of Computer Science and Mathematical Theory (IJCSMT) E-ISSN 2545-5699 P-ISSN 2695-
1924 Vol 10. No.1 2024 www.iiardjournals.org

(0.005). Therefore, the null hypothesis which says that excluded variable does not granger -cause
equation variable is rejected while the excluded variable granger -cause equation variable is
accepted. The causality exists (or run) between import values, exchange rate, and export prices since
their p-values of causalities are less than the standard probability value of (0.005). Therefore, the
null hypothesis which says that excluded variable does not granger -cause equation variable is
rejected while the excluded variable granger -cause equation variable is accepted. Therefore,
bidirectional causality exists (or run) exchange rate and import values, export prices, and import
values, import values and exchange rate and import values and export prices. The study intends to
identify causal relationship existing among the study variables as shown below.

Exchange Rate Export Prices

e

Fig. 5.1: The Interaction Model showing the Links between Exchange Rate, Export Prices
and Import Values (Researcher’s Construct, 2023)

A

Import Values

The transmission (Interaction between the three variables) is initiated from the various theories
(reasons) and the VAR Model stated in this study. This will reveal how if uniform exchange rate
regulation is properly adopted by these countries — may enhance trade growth in selected African
countries.

6.1 Conclusion

The study investigates the dynamic interaction between exchange rate, export prices and imports
in selected African Countries. The results show that there is no long-run relationship between
variables. In estimating panel vector autoregression model using least squares dummy variable
estimator, the results is more robust than the least squares dummy variable estimator. The results
indicate that only exchange rate across the countries under investigation is positively and
significantly affected by its own lag. Also, shows commercial export prices, import is positively
and significantly affects by its own first lag at 5% level of significant respectively while import
values have positively and significantly affect commercial export prices first lag, its own first and
second lags 5 and 1% level of significance respectively. The inverse roots of a characteristic
polynomial satisfy the stability condition (of the diagnostic test) since no root lied outside the unit
root circle. Therefore, the estimated VAR is stable. There is bidirectional causality exists (or run)
exchange rate and import values, export prices, and import values, import values, and exchange rate
and import values and export prices. The following recommendations made based on the results
obtained in the study and they include:
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1. In modeling the dynamic interaction between exchange rate, export prices and import values
using Panel VAR Model of the nine selected African Countries, there is need for the
inclusion of the lags of the response variable among the determinants (exchange rate, export
prices and import values), particularly for multivariate models. The presence of lags measures
the dynamic interaction.

2. There is also the need for policies, which will stabilize exchange rate and import values so
that their response to shock will significantly improve six African Countries.

3. Having identify that the economic impact of exchange rate and import on commercial export
prices might be positive but limited in the case of the six countries, whereas exchange rate is
likely to reduce the level of import values rate slightly, government of these countries need
to invest more in the trade sector with a view to reducing the economic impact of exchange
rate and import values.
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